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Abstract. The states of the qubit, the basic unit of quantum information, are 2x2 pos-

itive semi-de�nite Hermitian matrices with trace 1. We characterize these states in terms

of an entropic uncertainty principle formulated on an eight-point phase space.

1. Introduction and Preliminaries

A basis for the space of 2 × 2 Hermitian matrices is given by {σ0,σ1,σ2,σ3}, where
σ0 = I is the 2× 2 identity matrix and σ1, σ2, σ3 are the Pauli matrices

σ1 =

(
0 1

1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0

0 −1

)
.

A 2× 2 Hermitian matrix M satis�es Tr(M) = 1 if and only if

M =
1

2
(I + r1σ1 + r2σ2 + r3σ3)

for some vector r = (r1, r2, r3) ∈ R3.

De�nition 1. A 2× 2 Hermitian matrix M with Tr(M) = 1 is called a potential quantum

state. If, in addition, M is positive semi-de�nite, then M is a quantum state, or a state of

the qubit. We also refer to the corresponding vectors r as potential quantum states and

quantum states.

This is the model of the simplest quantum system, namely a two-level system such as

the spin of a particle. Empirically, the experimenter can observe a property such as spin in

three arbitrarily chosen mutually orthogonal directions x1, x2, and x3. In each direction,

the outcome of a measurement will be labeled +1 or −1. The expectation of the outcome

in direction i is

Tr(Mσi) = ri.

(See, e.g., Sakurai and Napolitano, 2011, p.181.) We want to associate an entropy with

an empirical model. This step is not immediate because entropy is a measure of the

uncertainty in a single probability distribution, and an empirical model contains three

probability distributions (one for each direction). Our solution is to move to phase space,
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where an empirical model is represented by a single probability distribution. The phase

space for a two-level system contains eight points,

{+1,−1}3 = {en | n = 1, .., 8},

where en(i) = (−1)ni for (n1, n2, n3) the base 2 digits of n − 1. Each point in phase

space speci�es the outcomes of each the three possible measurements. Non-deterministic

responses to measurement are incorporated by specifying probabilities over the points in

phase space. Let

Q = {q ∈ R8 | Σ8
i=1qi = 1}

denote the set of all signed probability distributions on phase space. That is, we do not

require the probabilities to be positive, only that they sum to 1. We de�ne a map φ from

Q to the set of potential quantum states by

φ(q) =
1

2
(I + r1σ1 + r2σ2 + r3σ3),

where

ri =
∑

{n|en(i)=+1}

qn × (+1) +
∑

{n|en(i)=−1}

qn × (−1).

The map φ gives the correct transformation from phase space to the space of potential

quantum states, in the sense of preserving the empirical probabilities. This map is linear

and it will be helpful to �x some notation surrounding a matrix representation. Note we

have folded the condition that q is a probability distribution in as the last equation in the

de�nition of representation below.

De�nition 2. Let A denote the matrix
1 −1 1 −1 1 −1 1 −1
1 1 −1 −1 1 1 −1 −1
1 1 1 1 −1 −1 −1 −1
1 1 1 1 1 1 1 1

 .

For r ∈ R3 de�ne r̂ = (r1, r2, r3, 1) ∈ R4. For q ∈ R8 and r ∈ R3 we say q represents r if

Aq = r̂.

We are going to use phase space to formulate an entropic uncertainty principle as an

axiom, and derive the quantum states this way. In particular, we will allow only those po-

tential quantum states r for which there is a phase-space representation q whose entropy

exceeds a lower bound. The non-classicality of the qubit becomes apparent because there

are quantum states for which the only representations with entropy exceeding the bound

are signed probability distributions. The use of negative probabilities on phase space to

represent quantum systems goes back to the Wigner quasi-probability probability distri-

bution (Wigner, 1932). The �rst task then is to choose a suitable de�nition of entropy for
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signed probabilities. We extend Rényi entropy (Rényi, 1961) to signed probabilities and

then impose a smoothness condition that identi�es a particular family of entropy func-

tionals. Fix a �nite set X = {x1, ..., xn} together with an ordinary (unsigned) probability

distribution q on X. Rényi entropy is the family of functionals

Hα(q) = − 1

α− 1
log2(

n∑
i=1

qαi ),

where 0 < α < ∞ is a free parameter. (Shannon entropy is the special case α = 1.) We

can preserve the real-valuedness of entropy under signed probabilities by taking absolute

values

Hα(q) = − 1

α− 1
log2(

n∑
i=1

|qi|α).

This formula can also be derived axiomatically (See Brandenburger and La Mura, 2019,

who modify the original axioms for Rényi entropy in Rényi, 1961 and Dareczy, 1963.) Rényi

entropy with ordinary probabilities is smooth in the interior of its domain. We now impose

smoothness at 0, since this is no longer a boundary value of q, namely, we require that

Hα((q, 1− q)) is C∞ at q = 0.

If α is not an integer let k be the least integer with k > α. Then

∂kHα

∂qk
((q, 1− q)) =

f(q)

g(q)

where f(0) 6= 0 and g(0) = 0. Thus α must be an integer. If α is an odd integer then

Hα((q, 1− q)) is eventually not di�erentiable at 0. Thus Rényi entropy takes the following

form under the smoothness assumption.

De�nition 3. Rényi entropy for signed probability distributions is the family of functionals

H2k(q) = − 1

2k − 1
log2(

n∑
i=1

qi
2k) = − 2k

2k − 1
log2(‖q‖2k),

where k = 1, 2, . . . is a free parameter.

Finally we give an example of a quantum state such that the only representatives with
Rényi entropy satisfying the lower bound are signed probabilities. Consider the quantum
state (r1, r2, r3) = ( 1√

3
, 1√

3
, 1√

3
). Set k = 1. The (unique) maximum 2-entropy representa-

tion is

q =
1

8
(1 +

√
3, 1 +

1√
3
, 1 +

1√
3
, 1− 1√

3
, 1 +

1√
3
, 1− 1√

3
, 1− 1√

3
, 1−

√
3),

with negative �nal component. The 2-entropy of q is 2, which is the lower bound we

impose below, so we cannot �nd a representation with all non-negative components with

su�ciently high 2-entropy. In fact any state with |r1|+|r2|+|r3| > 1 will have this property.
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2. Main Theorem

We can now state an entropic uncertainty principle as an axiom on phase space. The axiom

is inspired by the use of entropic uncertainty relations in quantum information. (See Coles

et al., 2017 for a survey.)

Uncertainty Principle: A potential quantum state r satis�es the uncer-

tainty principle if for every k, there is a phase-space probability distribution

q that represents r and satis�es H2k(q) ≥ 2.

This says that we allow as potential quantum states only those states r containing a min-

imum amount of uncertainty, as measured by the entropy of a corresponding probability

distribution q on phase space. Note that our uncertainty principle is a sequence of condi-

tions, one for each k. This is because Rényi entropy itself is not a single functional but a

sequence of functionals (indexed by k).

Theorem 1. The potential quantum states satisfying the uncertainty principle are precisely

the states of the qubit.

Proof. We �rst show that the potential quantum states satisfying the uncertainty principle

at k = 1 are the states of the qubit. Note that

H2(q) ≥ 2 if and only if ‖q‖22 ≤
1

4
.

For a general r, the representation q∗ which maximizes 2-entropy is given by

q∗ = AT (AAT )−1r̂.

Using the fact that AAT = 8I we have

‖q∗‖22 = r̂T (AAT )−1r̂ =
1

8
rTr +

1

8
≤ 1

4

if and only if

r21 + r22 + r23 ≤ 1,

and the result follows since the matrix 1
2
(I + r1σ1 + r2σ2 + r3σ3) is positive semi-de�nite

if and only if r21 + r22 + r23 ≤ 1.

We now show that if a potential state r satis�es the uncertainty principle at k = 1 then

it satis�es the uncertainty principle at all k. This is the main mathematical argument. Fix

k > 1 and let r ∈ R3 be a state of the qubit. Choose a q to maximize the 2k-entropy of a

representative of r. We want to show H2k(q) ≥ 2 which is equivalent to ‖q‖2k ≤ (1
2
)
2k−1
k .

Observe that q solves the norm minimization problem

min
q∈R8
‖q‖2k

subject to Aq = r̂.
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The dual problem is

max
x∈R4

r̂Tx

subject to ‖ATx‖ 2k
2k−1
≤ 1.

(See Boyd and Vandenberghe, 2004, pp.221-222.) Note that ‖ · ‖ 2k
2k−1

is the dual norm of

‖ · ‖2k.) Strong duality holds so the values of the primal and dual problems are equal. Let

y1,yk be the maximizers of the dual problems for 2-entropy and 2k-entropy respectively.

Let

C1 = {x ∈ R4 | ‖ATx‖2 ≤ 1}

and

Ck = {x ∈ R4 | ‖ATx‖ 2k
2k−1
≤ 1}.

Note that Ck ⊆ C1 are both convex and, in fact, C1 is the ball of radius 1√
8
. Let

zk = (r̂Tyk/‖r̂‖2)r̂

be the projection of yk onto r̂. Since r̂Ty1 = ‖r̂‖2√
8
cosθ, where θ is the angle between them,

we must have θ = 0 and so

y1 = (r̂Ty1/‖r̂‖2)r̂.

Since the values of the primal and dual problems are equal, these values are positive so
‖zk‖2
‖y1‖2 is equal to the ratio of ratio of the value of the general k problem to the value of the

k = 1 problem. By assumption

r̂Ty1 ≤ 1

2
,

so it su�ces to show
‖zk‖2
‖y1‖2

≤ (
1

2
)
k−1
k .

We will bound this expression by a function that can be explicitly maximized. Note that

for every nonzero vector w there are unique λ < ν such that

‖ATνw‖2 = 1

and

‖ATλw‖ 2k
2k−1

= 1.

This follows immediately from linearity, homogeneity, the fact that A has full rank, and

the fact that 2k
2k−1 < 2. Now let

f(w) =
‖ATw‖2
‖ATw‖ 2k

2k−1

.

By the previous observation and the fact that f(λw) = f(w) for any nonzero scalar λ, we

see that f(w) is the ratio of the distance to the boundary of C1 along the ray through w to
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the distance to the boundary of Ck. Let w1 = νyk belong to the boundary of C1. Figure

1 depicts the situation in the plane containing r̂ and yk.

⋅
⋅

⋅
⋅

y1

zk

yk

w1

C1Ck

̂r

Figure 1

Claim 1. ‖z
k‖2

‖y1‖2 is bounded by a value of f .

Proof. We claim that
‖zk‖2
‖y1‖2

≤ ‖y
k‖2

‖w1‖2
.

Note that

r̂Tw1 ≤ r̂Ty1,

so the length of the projection of w1 onto r̂ (call this vector v) cannot exceed the length

of y1. By similar triangles then

‖yk‖2
‖zk‖2

=
‖w1‖2
‖v‖2

≥ ‖w
1‖2

‖y1‖2
,

so ‖z
k‖2

‖y1‖2 ≤
‖yk‖2
‖w1‖2 = f(w1). �

We now prove that

max{f(w) | w ∈ R4} = (
1

2
)
k−1
k ,

which completes the proof of the theorem. Let w ∈ R4 and v = wA. Let t ∈ R8 be de�ned

by ti = v
1

2k−1

i . Note that the critical points of f are the same as the critical points of

f 2(w)

8
=

‖v‖22
8‖v‖22k/2k−1

=
wAATwT

8‖v‖22k/2k−1
=

‖w‖22
‖v‖22k/2k−1

,

which are the solutions of the system of �rst-order conditions

wi = h(w)rit
T i = 1, 2, 3, 4,
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where

h(w) =
‖w‖22

‖v‖2k/2k−12k/2k−1

> 0

and ri is the ith row of the matrix A. It is helpful to write out the system with γ denoting
1

2k−1 for readability:

w1 = h(w)[(w1 + w2 + w3 + w4)
γ − (−w1 + w2 + w3 + w4)

γ + (w1 − w2 + w3 + w4)
γ − (−w1 − w2 + w3 + w4)

γ+

(w1 + w2 − w3 + w4)
γ − (−w1 + w2 − w3 + w4)

γ + (w1 − w2 − w3 + w4)
γ − (−w1 − w2 − w3 + w4)

γ ],

w2 = h(w)[(w1 + w2 + w3 + w4)
γ + (−w1 + w2 + w3 + w4)

γ − (w1 − w2 + w3 + w4)
γ − (−w1 − w2 + w3 + w4)

γ+

(w1 + w2 − w3 + w4)
γ + (−w1 + w2 − w3 + w4)

γ − (w1 − w2 − w3 + w4)
γ − (−w1 − w2 − w3 + w4)

γ ],

w3 = h(w)[(w1 + w2 + w3 + w4)
γ + (−w1 + w2 + w3 + w4)

γ + (w1 − w2 + w3 + w4)
γ + (−w1 − w2 + w3 + w4)

γ−

(w1 + w2 − w3 + w4)
γ − (−w1 + w2 − w3 + w4)

γ − (w1 − w2 − w3 + w4)
γ − (−w1 − w2 − w3 + w4)

γ ],

w4 = h(w)[(w1 + w2 + w3 + w4)
γ + (−w1 + w2 + w3 + w4)

γ + (w1 − w2 + w3 + w4)
γ + (−w1 − w2 + w3 + w4)

γ+

(w1 + w2 − w3 + w4)
γ + (−w1 + w2 − w3 + w4)

γ + (w1 − w2 − w3 + w4)
γ + (−w1 − w2 − w3 + w4)

γ ].

Claim 2. The system w = h(w)AtT has the following properties:
(1) If w is a solution then so is λw for any λ 6= 0.

(2) If w is a solution then v is a solution, where v is obtained from w by permuting

coordinates.

Proof. For (1) we have h(λw)tT (λw) = λ2λ1/2k−1

λ2k/2k−1 h(w)tT = λw. For (2) we have

w1 = h(w4, w2, w3, w1)r4t
T (w4, w2, w3, w1)

and

w4 = h(w4, w2, w3, w1)r1t
T (w4, w2, w3, w1),

and similarly for w2, w3. �

Claim 3. Assume w4 6= 0. Let i, j < 4. Then

|wi| = |wj| or wiwj = 0.

Proof. We may assume w4 > 0. For N su�ciently large we have ‖w − a‖2 < ‖a‖2 where
a = (0, 0, 0, N). Thus the Taylor series expansion of ritT at the point a converges at w.

We have

w1 = 8h(w)
∑
α1∈O

α2,α3∈E
α4∈N

(w − a)α

α!
C(

4∑
i=1

αi),
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w2 = 8h(w)
∑
α2∈O

α1,α3∈E
α4∈N

(w − a)α

α!
C(

4∑
i=1

αi),

w3 = 8h(w)
∑
α3∈O

α1,α2∈E
α4∈N

(w − a)α

α!
C(

4∑
i=1

αi),

w4 = 8h(w)
∑

α1,α2,α3∈E
α4∈N

(w − a)α

α!
C(

4∑
i=1

αi),

where α ∈ N4 is a multi-index, N = E ∪O = {0, 2, 4, ...} ∪ {1, 3, 5, ...},

α! = α1!α2!α3!α4!,

(w − a)α = wα1
1 w

α2
2 w

α3
3 (w4 −N)α4 ,

and C is de�ned by

C(1) =
1

(2k − 1)N
2k

2k−1

,

C(n) =
(−1)n−1

∏n−1
j=1 (j(2k − 1)− 1)

(2k − 1)nN
n(2k−1)−1

2k−1

for n > 1.

Note that C(
∑4

i=1 αi) > 0 if and only if
∑4

i=1 αi ∈ O. Assume w1, w2 6= 0. We have

w1

∑
α2∈O

α1,α3∈E
α4∈N

(w − a)α

α!
C(

4∑
i=1

αi) = w2

∑
α1∈O

α2,α3∈E
α4∈N

(w − a)α

α!
C(

4∑
i=1

αi),

equivalently∑
α2∈O

α1,α3∈E
α4∈N

(w − a)α+(1,0,0,0)

α!
C(

4∑
i=1

αi) =
∑
α1∈O

α2,α3∈E
α4∈N

(w − a)α+(0,1,0,0)

α!
C(

4∑
i=1

αi).

Re-indexing we have∑
α1,α2∈O
α3∈E
α4∈N

α1
(w − a)α

α!
C(

4∑
i=1

αi − 1) =
∑

α1,α2∈O
α3∈E
α4∈N

α2
(w − a)α

α!
C(

4∑
i=1

αi − 1).
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Collecting terms we have∑
α1<α2
α1,α2∈O
α3∈E
α4∈N

(α1 − α2)(w
α1+1
1 wα2+1

2 − wα2+1
1 wα1+1

2 )wα3
3 (w4 −N)α4

C(
∑4

i=1 αi − 1)

α!
= 0,

equivalently∑
α1<α2
α1,α2∈O
α3∈E
α4∈N

(α1 − α2)(w
α1+1
1 wα2+1

2 )(1− (
w1

w2

)α2−α1)wα3
3 (w4 −N)α4

C(
∑4

i=1 αi − 1)

α!
= 0.

The key point is that

(α1 − α2)(w
α1+1
1 wα2+1

2 )wα3
3 (w4 −N)α4

C(
∑4

i=1 αi − 1)

α!

is always negative. Thus since α2 − α1 ∈ E we conclude that |w1| = |w2|. �

Claim 4. If wi, wj 6= 0 then |wi| = |wj| .

Proof. By Claim 2 and Claim 3 we may assume that w1, w4 6= 0 and w2, w3 = 0. We may

further assume that w4 = 1. Thus the equation for w1 becomes

w1 =
(w1 + 1)1/2k−1 − (−w1 + 1)1/2k−1

(w1 + 1)1/2k−1 + (−w1 + 1)1/2k−1

so

(w1 + 1)(−w1 + 1)1/2k−1 = (−w1 + 1)(w1 + 1)1/2k−1,

from which we conclude that w1 ∈ {−1, 1} as desired. �

We have thus shown that for every i, j ≤ 4 either |wi| = |wj| or wiwj = 0 so we need

only consider critical points with

wi ∈ {0, 1,−1}

for each i = 1, ..., 4. It is easy to check that the maximum of the original function f occurs

when exactly two of the weights are 0 and this maximum value is (1
2
)
k−1
k , completing the

proof of Theorem 1.
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